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Abstract— Cloud computing is a pool of resources on network, that are dynamically provisioned on demand to its users based on pay-per-
use policy. But it is facing certain issues of security, trust and efficiency when implemented on large enterprise such as scientific 
applications. In this paper I proposed a novel model Efficient Authenticated Key Exchange (EAKE) scheme that will provide solutions for 
the aforementioned issues. The proposed work mainly focuses on using the symmetric key cryptography for fast scheduling of tasks [13] 
and the Internet Key Exchange (IKE) scheme with randomness-reusability for key exchange.  
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1 INTRODUCTION                                                                     
loud computing is a hybrid environment where it covers 
a large pool of resources deployed or implemented on 
heterogeneous platforms over network [1], [2]. The      

definition of cloud computing introduced by the U.S. National 
Institute of Standards and Technology (NIST) is cloud      
computing is a model for enabling ubiquitous, convenient,  
on-demand network access to a shared pool of configurable 
resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with 
minimal management effort or service provider interaction. 
Cloud computing is a computing environment where the user 
will not bother setting up and maintaining their own        
computing resources, and can avail the infrastructural        
facilities in a pay-as-you-use mode [3], which is particularly a    
cost-saving solution in data and computation intensive       
applications such as scientific research [2], [ 4].  

 
    International IT corporations are advertising on their    
commercial cloud platforms such as Amazon EC2/S3,        
Microsoft Azure, Google App Engine and IBM SmartCloud, 
while a large number of enterprises and institutions have   
established their own private clouds. Fig.1 shows the typical 
architecture of a cloud computing. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig.1. Typical architecture of a cloud computing 
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1.1 SERVICE MODELS IN CLOUD 
    Cloud computing offers three fundamental service models 
[5]. The brief descriptions are as follows. 

 
1.1.1 Software-as-a-service (saas).  
    It is the service that provides the consumer with the        
capability to use the provider’s applications running on a 
cloud infrastructure [6]. The applications are accessible from 
various client devices, through a thin client interface, such as a 
web browser. (e.g. Google Docs, Salesforce.com, Microsoft 
Azure etc.,) 
   
1.1.2 Platform-as-a-service (paas).  
    It is the service that provides the consumer with the         
capability to develop onto the cloud infrastructure; consumer 
creates the applications using programming languages and 
tools supported by the provider. The consumer does not  
manage or control the underlying cloud infrastructure        
including network, servers, operating systems, or storage but 
has control over the deployed applications and possibly     
application hosting environment configurations [6]. (e.g.    
Microsoft Azure service platform, Google App Engine etc.,) 
 
1.1.3 Infrastructure-as-a-Service (IaaS).  
    It is the service that provides the consumer with the        
capability to provision processing, storage, networks, and  
other fundamental and run arbitrary software, which can   
include operating systems and applications [6]. The consumer 
has control over operating systems, storage, deployed         
applications, and possibly limited control of select networking 
components. (e.g. Amazon EC2,S3, Sun’s cloud service etc.,) 
 
1.2 DEPLOYMENT MODELS IN CLOUD 
    The four deployment models for cloud architecture are   
described below. 

 
1.2.1 Private cloud.  
    It is owned or rented by an organization. The whole cloud 
resource is dedicated to that organization for its private use. 

 
1.2.2 Public cloud.  
    It is owned by a service provider and its resources are sold 
to the public. End users can rent parts of the resources and can 
typically scale their resource consumption   up (or down) to 
their requirements. 

 
1.2.3 Community cloud.  
    It is similar to the private cloud, but where the cloud       
resource is shared among members of a closed community 
with similar interests. 

 
1.2.4 Hybrid cloud.  
    It is the combination of two or more cloud infrastructures; 
these can be either private or public, or community clouds. 
The main purpose of a hybrid cloud is usually to provide extra 
resources in cases of high demand, for instance enabling     
migrating some computational tasks from a private cloud to a 

public cloud. 
 

    Security of data in cloud is one of the major issues which act 
as an obstacle in the implementation of cloud. To ensure    ad-
equate security in cloud computing, various security issues, 
such as authentication, confidentiality and integrity, and non 
repudiation, all need to be taken in to account. 

  
2. MOTIVATING EXAMPLE AND 
    PROBLEM IDENTIFICATION  
 
    In a typical cloud computing infrastructure, a central server 
(CLC) is employed for receiving and processing user requests 
in the front, and also responsible for scheduling and splitting 
tasks through MapReduce in the back [7], [8]. The virtualized 
server instances running on clusters of servers are responsible 
for processing the divided tasks in a parallel fashion and    
returning the results afterwards, and then CLC is capable of 
assembling the results and return to the user. Fig. 2 depicts the 
structure of a typical cloud system for scientific applications. 

 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  A typical cloud computing environment for 
scientific applications 
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which may directly lead to scientific discovery, hence their 
value is inestimable. Therefore, data security, specifically   
confidentiality and integrity, are of extreme importance. Se-
cond, scientists usually need to access the results as early as 
possible, as a late-coming result may cause an enormous    
economical waste and loss of scientific discovery. Hence     
efficiency is also important in cloud scheduling for scientific 
applications. These two challenges constitute the main        
research work to tackle. 

 
    Data security in cloud computing is more challenging than 
in traditional distributed systems due to cloud’s unique      
characteristics of consolidation and multi-tenancy. Therefore it 
is essential to encrypt all data in transfer as well as to          
authenticate each party’s identity to ensure their                  
confidentiality and integrity. Asymmetric key encryptions 
cannot be directly applied to our scenario due to the low    
efficiency of asymmetric encryptions/decryptions over large 
data sets. To utilize a symmetric encryption scheme, CLC 
must at first exchange a session key with each server instance 
through an authenticated key exchange scheme. And this 
must be done before distributing the divided data and tasks to 
server instances. All virtualized server instances are isolated to 
avoid additional security threats brought by virtualization [9]. 
This can be considered for risk management purposes. For 
example if a malicious adversary gets to know one of the    
session keys through side-channel attacks or other methods, 
he or she will have access to only that particular server       
instance data.  

 
    In a cloud computing system there are always numerous 
server instances running on background servers, and this 
number is even larger in large-scale cloud systems such as 
public clouds and commercial clouds. As a distinct session key 
is needed to be exchanged between CLC and each server    
instance, conducting key exchange between CLC and each 
server instances becomes a tedious and time-consuming task, 
especially in data-intensive applications such as scientific   
applications. 

 
    Based on the analysis above, we can formulate the research 
problem here-with virtualization technology as an Efficient 
Authenticated Key Exchange (EAKE) scheme for security 
aware scheduling of scientific applications in cloud. 

 
3.PROBLEM ANALYSIS AND PROPOSED 
   SCHEME  (EAKE) 
 
    As the CLC performs key exchange operations with all 
server instances and encryptions/decryptions of the entire 
data set, it is acting as the bottle neck of the performance of 
our scheme (EAKE). By utilizing the square-and-multiply  
algorithm, the minimum complexity of a modular                
exponentiation operation of xy mod p is O ((log 2 x) 3) for    
integers x, y, p where x, y < p. Therefore modular                    
exponentiations are by far the most costly, as most other     

operations in authenticated key exchange schemes are linear 
complexity (e.g. symmetric encryptions, pseudo random   
functions etc.,) 

 
    According to the fast evolving capability of computation 
facilities, it is now unsafe to utilize in a typical application a 
Diffie-Hellman group with its size less than 1024 bits [10],        
[ 11]. Hence it all comes down to Diffie-Hellman key exchange 
operations performed on CLC, which involves n times 1024 bit 
modular exponentiations for n server instances in each key 
exchange rounds, as n tends to be very large in typical cloud 
computing systems. 

 
    Digital signatures are always necessary in key exchange 
schemes for identity authentication, and could be               
time-consuming if the message is long. But in key exchange 
schemes, messages to be signed are usually of a short fixed 
length. In this regard time consumption in signing messages is 
small compared to those key exchange related computations 
over 1024 bit keying materials. 
 
    Computations on server instances in key exchange process 
can be completed almost instantly. Besides, data transfer takes 
almost no time as well because only kilobytes of data need to 
be transferred between the CLC and server instances in order 
to complete key exchange. 

 
    Based on the analysis above, we argue that the performance 
of the CLC is the bottle neck, mostly because of the amassed 
Diffie-Hellman operations performed on CLC. In our         
proposed scheme (EAKE), we will incorporate the                
randomness-reuse strategy [12] to reduce the number modular 
exponentiations on CLC, in order to mitigate the workload of 
CLC and to achieve superior overall efficiency over IKE in 
cloud computing environment. 

 
Notations: 
 
The following are the some notations used in the proposed 
scheme. 
 

S:      Server instances domain 
Si:     The ith server instance in S 
C:     Cloud Controller (CLC) 
HDRi:     Header contains security  
                       parameter indexes. 
CertReqi:     Certificate request,  
                       requesting i’s certificate 
Certi:     Certificate 
Ni:      i’s one-time nonce 
SA:      Security associations, used in  
                        negotiating cryptographic algorithms 
IDi:      Identity information 
 
Sigi:      i’s signature, can be verified 
                        using pre-defined algorithm 
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                        and public key within Certi  
prf ( ):      Pseudo random function 
{M}k:      Encrypt message M with  
                        session key k 
   
The proposed scheme works in two phases. 

 
3.1 SYSTEM SET UP:  
 
    The system chooses a large prime integer p to form a Diffie-
Hellman group, and a generator g of group zp*, i.e., g is a 
primitive root modulo p. p is a Sophie German prime where 
(p-1)/2 is also prime, so that group zp* maximizes its resilient 
against square root attack to discrete logarithm problem. A 
certificate authority (CA) is needed in our security framework 
so that communicating parties can identify each other through 
exchanging verifiable certificates Certc and Certsi, as the    
certificates contain public keys which can be used to verify the 
session partner’s signatures, there by their identities.           
Certificates are issued to all participants of communication by 
CA before the commencing of communication, CA will not be 
participating itself unless re-verification of identities and    
revocation and re-issuing certificates for participants are need-
ed. As these should be done in a much lower frequency, they 
will not affect the efficiency of a key exchange scheme for 
scheduling in general. 

 
3.2 KEY EXCHANGE: 
 
    Key exchange is used when a new task is to be executed, 
because that is when CLC needs to decide how to distribute 
this new task to be executed on existing computation          
infrastructure. i.e., which of the server instances are involved. 
CLC picks a secret value x < p, computes its public keying 
material gx in zp*, and broadcasts the following message to 
the domain of server instances S which contains n instances 
S1, S2 ,. . . , Sn; 
 

Round 1, C  S: HDRc, SAc1, gx, Nc 
 

    Where HDR and SA for algorithm negotiation, gx for Diffie-
Hellman key exchange, and N for freshness verification. The 
initiator of a normal IKE scheme will generate n secret values 
x1, x2, . . . , xn, then compute and send out gx1, gx2, . . . , gxn, 
either through multicast or one by one to establish separated 
security channels with each server instance. In our scheme 
although we still establish one SA for each server instance Si 
where i=1, 2, . . . , n, we are using only one single secret value 
x for CLC in all n messages in order to reduce cost. 
  
    Upon receiving message 1, each server instance generates 
their secret value yi < p, compute key material gyi, then       
respond within Round 2 as follows. 

 
Round 2, S  C: HDRSi, SASi1, gyi, Ns i , CertReqc,  

for i=1,2, … n. 
After exchanging the first two rounds of messages, the 

session keys gxy1, gxy2, …., gxyn are computed for all parties as 
follows. 

 
C: gxy1 = (gy1)x, . . . , gxyn = (gyn)x  
S1: gxy1 = (gx)y1 
             . 
             . 
             . 
Sn: gxyn = (gx)yn. 
 

    The session keys are now shared between CLC and each 
server instances for the use of encryptions. Although the    
Diffie-Hellman key exchange is completed, the initial          
exchange is not finished as the participants have to              
authenticate each other in order to prevent man-in-the-middle 
(MITM) attacks. Similar as in IKE, CLC generates signatures 
Sigci which are the signatures for these n messages, using its 
secret key from the key pair issued by CA. 

 
Mci = prf(prf(Nc||NSi||gxyi) ||gx||gyi||SAc||IDc) 
 For i=1,2,…n 
And broadcast the following message to S: 
Round 3, CS: HDRc, {IDc SAc2 Certc  
                           CertReqS1 Sigc}gxy1 ||  
{ IDc SAc2 Certc CertReqS2 Sigc}gxy2 || . . .|| 
{ IDc SAc2   Certc CertReqSn Sigc}gxyn || , 
 for i=1,2, . . . , n. 
 

    The server instances can then verify the identity of the    
initiator of this conversation by using its session key gxyi to 
decrypt its own part of this message. Signatures can be       
verified through the public key contained in the certificate. 
Similarly server instances will send out their own encrypted 
ID, signature and certificate to CLC for verification. 
 

Round 4, S C: HDRSi, {IDc SASi2 CertSi SigSi}gxyi, for 
i=1,2, . . . ,n 

 
Where SigSi is signature by Si to messages:                                 
MSi = prf(prf(Nc||NSi||gxyi) || gyi || gx || SASi || IDSi),  
for i=1,2, . . . ,n.  

 
    After the identities of both CLC and server instances are 
authenticated through round 3 and round 4, CLC will send to 
S1, S2, . . . , Sn the split task data which are encrypted with 
session keys gxy1, gxy2, . .  . , gxyn using symmetric encryption 
such as AES. After task execution S1, S2, . . . , Sn returns to 
CLC the results which are encrypted using gxy1, gxy2, . . . , gxyn 
as well. The prf function is often implemented as an HMAC 
function such as SHA-1 or MD5, which outputs a fixed length 
short message (commonly 128 bits), and has high efficiency 
(around 200 MB/s) itself.  

 
     Rekeying is often accomplished by running initial key ex-
change all over again. However in the following cases,    alter-
native strategies need to be applied. 
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Failure recovery: 
 
    If any message that constitute the initial exchange fails to 
arrive, the CLC simply start a one-to-one IKE key exchange 
session with this specific instance. As this is an accidentally 
happening situation and can be tackled on-the-run, this      
additional time consumption can be considered negligible. 
 
Multi-step tasks: 

 
    In a multi-step task data need to be transferred back and 
forth. In this situation it is not necessary for the participants to 
re-authenticate each other after the successful authentication 
in the first round of data transfer because of the high           
dependency of data in a same task. Therefore only rounds 1 
and 2 are needed to be performed with new keying materials 
and minor changes to SA and HDR fields.  

 
4. EXPERIMENTAL RESULTS 
  
    The experiments were performed for both IKE and        
proposed scheme. The cloud computing infrastructure is made 
using OpenNebula cloud environment with Linux operating 
system, and a KVM hypervisor [15] on which Hadoop         
simulator is used for performing MapReduce [14], [16]       
programming. Furthermore, we installed the OpenStack [17] 
cloud environment which is responsible for global             
management, resource scheduling, task distribution and     
interaction with users. 
 
    It is clear that the efficiency depends mainly on the size of 
the data sets used and the number of server instances. The 
experiments were conducted on large number of data sets 
with different number of server instances. For evaluating our 
proposed scheme, we implemented two key exchange 
schemes using java: A basic multi-user IKE scheme and our 
proposed scheme. For parameters of the Diffie-Hellman key 
exchange we used a 1024 bit mod p group[10] with a 1024 bit 
prime p and generator g=2. We used SHA-1 for pseudo     
random function, RSA algorithm for signature and AES for 
message encryptions. 
 
    As was analyzed in section 3, CLC run-time is the only 
predominant factor in comparing the efficiency of an           
authenticated key exchange scheme for scheduling in cloud 
computing. Based on the time consumption on CLC, the      
efficiency of the IKE and proposed scheme (EAKE) are     
demonstrated in Fig. 3 
 

 
 

Fig. 3. Performance of EAKE compared to IKE 
 
    We can see that our scheme only consumes about half of the 
runtime on CLC compared to IKE, Which is a significant    
improvement, and which meets the characteristics of the  sci-
entific applications. 
 
5. CONCLUSIONS AND FUTURE WORK 

 
    In this paper we proposed a novel authenticated key      
exchange scheme, which aimed at efficient security         aware 
scheduling of scientific applications in cloud          computing. 
Both theoretical analyses and experimental results have   
demonstrated that, compared with the IKE scheme, our     
proposed scheme (EAKE) has significantly improved the    
efficiency by dramatically reducing time consumption and 
computation load with the same level of security. 

 
    In future new strategies can be investigated to improve the 
efficiency of symmetric key encryption towards more efficient 
security aware scheduling. 
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